
ARGONNE NATIONAL LABORATORY
9700 South Cass Avenue
Argonne, Illinois 60439

Development of a fast, robust numerical tool for the
design, optimization, and control of IC engines

Shashi M. Aithal1 and Stefan M. Wild2

Mathematics and Computer Science Division

Preprint ANL/MCS-P4051-0313

March 2013, revised August 2013

[to appear in Proceedings of the SAE 11th International Conference on
Engines & Vehicles (ICE2013), Capri, Italy, September 2013]

http://www.mcs.anl.gov/publications/

2Mathematics and Computer Science Division, Argonne National Laboratory, Argonne, IL
60439, USA

1Computing, Environmental, and Life Sciences Directorate, Argonne National Laboratory,
Argonne, IL 60439, USA

1



Page 1 of 18 

 

2013-24-0141 

Development of a fast, robust numerical tool for the design, 

optimization, and control of IC engines 

S. M. Aithal 
Computing, Environmental, and Life Sciences Directorate 

S. M. Wild 
Mathematics and Computer Science Division 

Argonne National Laboratory 

Argonne, IL 60439 

Copyright © 2012 SAE International

ABSTRACT 

This paper discusses the development of an integrated tool for 

the design, optimization, and real-time control of engines from 

a performance and emissions standpoint. Our objectives are 

threefold: (1) develop a tool that computes the engine 

performance and emissions on the order of a typical engine 

cycle (25-50 milliseconds); (2) enable the use of the tool for a 

wide variety of engine geometries, operating conditions, and 

fuels with minimal user changes; and (3) couple the engine 

module to an efficient optimization module to enable real-time 

control and optimization. 

The design tool consists of two coupled modules: an engine 

module and an optimization module.  The engine module 

consists of three components: a two-zone quasi-dimensional 

engine model to compute the temporal variation of 

temperature and pressure during the compression and power 

stroke, a thermal model to compute the cyclic variation of the 

engine wall temperature, and a reaction-rate-controlled 

emission model to compute engine-out NO and CO. The 

optimization solver is an extension of the model-based, 

derivative-free POUNDER and is designed to limit the 

number of engine model evaluations.  The outputs of the 

engine model, thermal model, and emissions model can be 

used for optimizations under various design constraints. 

By more thoroughly using the output from the simulations, our 

optimization scheme reduces the number of simulation 

evaluations by two orders of magnitude compared with 

parameter sweeps and one order of magnitude compared with  

the standard black-box optimizer in MATLAB. These results 

highlight the proposed tool’s potential for use in design, 

optimization, and real-time control of engines. 

INTRODUCTION 

Modern automotive engines (both SI and CI) are complex 

systems that pose several multiobjective, multiconstraint 

problems from an engine control and optimization standpoint.  

These are largely due to the ever-increasing demand for higher 

power output, increased fuel economy, and reduced emissions.  

Real-time control of IC engines poses even greater challenges 

in terms of computational cost, robustness of the control 

algorithms, and fidelity of the underlying physical models.  

Given the large parameter space (engine geometry, engine 

RPM, air-fuel-ratio, spark/fuel injection timing, etc.) over 

which an engine has to be optimized for performance and 

emissions, formulation of a generalized mathematical 

optimization problem can be difficult.  Typically, design 

engineers focus on examining localized regions of the overall 

operating parameter space in order to evaluate the relative 

effect of changing one particular parameter with respect to 

another.  For instance, one could pose questions such as What 

is the minimum percent reduction in engine torque needed in 

order to obtain a 2 percent reduction in fuel consumption? or 

What is the percent increase in overall engine-out NO/CO for 

a 5 percent increase in overall average torque over a typical 

driving cycle? Design, optimization, and control of 

conventional engines can be carried out by using available 

engine data.  For newer engine concepts and/or operating 

regimes and for engines powered by alternative fuels or fuel 

blends, one can complement limited engine data through the 

use of reliable physics-based engine models for making design 

and/or optimization decisions.  Development of reliable, 

physics-based engine modeling tools can thus play an integral 

role in the design and optimization studies of engines. 

Transient multidimensional numerical simulation of 

the entire engine cycle that models the effects of complex 
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combustion chemistry and turbulence is extremely 

challenging. Such simulations can take several hours to days, 

depending on factors such as complexity of the flow or 

chemistry model and size of the computational domain.  

Hence, the required computational effort precludes using 

multi-dimensional simulations in the early stages of design, 

development, and engine optimization in terms of 

performance and emissions. On the other hand, 

computationally fast, robust, physics-based, quasi-dimensional 

modeling tools require minimal computational resources, and 

the computational time for solutions is usually on the order of 

seconds. Development of such quasi-dimensional modeling 

tools can greatly aid the design, analysis, and optimization of 

IC engines.  Several quasi-dimensional models have been 

developed since the early 1980s to study both gasoline and 

diesel engines (see, for example, [1-8]) with varying degrees 

of fidelity.  With few exceptions (for instance, [3] and [7]), 

however, these studies do not discuss the wall-clock time 

required for the computation of an engine cycle (a single 

compression and expansion stroke).  The level of fidelity in 

the quasi-dimensional model and the wall-clock time required 

for the computation of an engine cycle are important 

considerations, especially for real-time optimization and 

control, which require the computational time to be on the 

order of an engine cycle (typically, 25-50 milliseconds).  In 

this paper we discuss a methodology to greatly increase the 

computational speed of engine optimization problems by using 

a fast, robust engine module designed for use with an efficient 

optimization scheme. 

Several investigators have published results for 

engine optimization based on various optimization techniques 

[9-21].  Most of these studies discuss optimization of engine 

performance alone.  Relatively fewer studies report on engine 

optimization from both a performance and an emissions 

standpoint [19-21].   These latter optimization studies have 

focused primarily on black-box global optimization 

algorithms, such as genetic algorithms, particle swarm 

optimization, simulated annealing, and the DIRECT method 

[22-24]. Although their internal optimization parameters must 

often be tuned to the particular problem, these methods tend to 

be robust to computational noise and discontinuities, provided 

the number of parameters is small (typically 1-3) or a large 

number of simulation evaluations (often in the millions) are 

possible. 

In this paper we consider local optimization methods, 

which begin from a user-provided initial design vector and 

search for a local minimum/maximum. Because these methods 

do not need to asymptotically obtain a global solution, they 

require fewer simulation evaluations than do their global 

counterparts. We restrict our focus to so-called derivative-free 

methods [25], which operate even when the objective and/or 

constraint function derivatives with respect to the design 

parameters are unavailable.  Under idealized circumstances, 

the dependence of the underlying differential algebraic 

equations (DAEs) on the design parameters is algebraically 

available to first order; and derivative-based or even linear 

programming methods could be employed (see, e.g., [26]). 

Alternatively, when explicit derivatives are unavailable, 

algorithmic (sometimes called “automatic”) differentiation 

(AD) is often a viable option [27]. We focus on the derivative-

free case in recognition of many of the practical obstacles that 

remain, such as truncation of crank angle degrees and look-up 

tables based on experimental data. Within the class of 

derivative-free local optimization methods, we focus on 

model-based methods, which have been shown to perform 

well when relatively few simulation evaluations are available 

[28]. These methods seek to fully exploit the information 

obtained from each simulation evaluation by building local 

surrogate models based on the simulation output. Another 

benefit of these methods is that they can exploit additional 

knowledge of structure (temporal variation of 

temperature/pressure, derived quantities such as engine torque, 

emissions, etc.) in the problem, rather than aggregating the 

simulation output into a single “black-box” scalar objective. 

Such information is often present in many real-world 

problems and can be used to further reduce the number of 

simulation evaluations required in order to solve the 

optimization problem and/or to obtain more accurate 

solutions. Our method employs quadratic interpolation models 

[29]. Examples of this approach exploiting structure include 

parameter fitting (nonlinear least squares) problems [30] and 

simulation-based, nonlinear constraints [31]. We illustrate its 

application here on a bilevel problem of determining the 

equivalence ratio at which engine-out NO is maximum under 

maximum brake torque (MBT) conditions. 

The main focus of this work was to develop an integrated 

design tool with the following features: (1) a physics-based 

engine module where different components (or models) can be 

coupled or uncoupled easily, (2) flexibility and ease of use for 

exploring a large parameter space, (3) capability of computing 

performance and emission characteristics on the order of an 

engine cycle (25-50 milliseconds), and (4) use of inputs from 

the engine module to conduct optimization.  Figure 1 shows a 

block diagram of the approach used in this work. 

 

Figure 1:  Block diagram showing the modules and models 

in the design/optimization tool. 
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The design/optimization tool presented here consists 

of two main modules: a physics-based engine module and an 

optimization module.  The physics-based module has three 

main submodels: a two-zone quasi-dimensional engine model, 

a thermal model, and an emissions model for obtaining 

performance and emission quantities for the engine.  The 

outputs of the engine module (namely, torque/BMEP/work 

and engine-out NO and/or CO) serve as inputs to the 

optimization module. The optimization module determines the 

next set of input parameters based on the objective function(s) 

and constraints.  Unlike many studies that focus only on 

optimization of engine performance, this work includes an 

emissions model to compute engine-out emissions (NO and 

CO).  The emissions model can easily be extended to include 

reduced-order soot/HC emissions as well.  The thermal model 

is used to compute cylinder wall temperature, which can be 

coupled or uncoupled from the main engine model with 

relative ease.  This module was included to enable evaluation 

of the impact of the coolant system on the overall fuel-

economy of the engine. 

Flexibility and ease of use are important 

considerations in the successful application of quasi-

dimensional models for control and optimization studies.  As 

shown in Figure 1, our design/optimization tool enables the 

user to enter geometrical and operating conditions (such as 

fuel/additive type, engine dimensions, air-fuel ratio, and 

injection/ignition timing, fuel-dependent combustion 

parameters) for a particular engine, which can be modified by 

the optimization module.  Both these factors—computational 

speed and flexibility/ease of use—have been given prime 

importance in the development of the tool presented in this 

paper.  Computational speeds of 8 milliseconds per engine 

cycle were obtained by using robust physics models and 

solution techniques for each of the components (engine, 

thermal, and emissions) of the engine module. 

The engine model is a two-zone quasi-dimensional 

model wherein the energy equation is solved in order to 

compute the temporal variation of average engine cylinder 

pressure. The temporal variation of engine pressure can be 

used to compute the temporal variation of the burned and 

unburned gas temperatures in the cylinder.  Effects of 

temperature and mixture composition on the thermophysical 

properties of the working fluid were included in the solution 

of the energy equation.  Temporal variations of the 

thermophysical properties of all the species in the gas mixture 

were obtained by using thermodynamic coefficients from the 

CHEMKIN database. Most papers discussing quasi-

dimensional engine models do not explicitly state the 

methodology used to compute  (the ratio of specific heats).  

Many quasi-dimensional models use fixed values of  during 

the compression and expansion strokes. Typically,  is held 

constant at a value of 1.35 during the compression stroke and 

a value of 1.25 during the expansion stroke. This procedure 

leads to inaccurate values of cylinder pressure and temperature 

and hence the predicted emissions.  Furthermore, the 

inaccuracies are more pronounced in engines using exhaust 

gas recirculation (EGR), as discussed in [32].  Knowledge of 

the temporal variation of cylinder pressure can be used to 

compute engine performance (quantities such as torque and 

BMEP).  The thermal model is used to compute the temporal 

variation of the cylinder wall temperature.  The thermal model 

solves the 1-D heat conduction equation by using the coolant 

temperature and engine gas temperature as the boundary 

conditions.  The emissions model uses the temporal variation 

of temperature, pressure, burned gas volume, and burned gas 

composition to compute the temporal variation of NO and CO.  

NO and CO can be calculated by using the reaction-rate-

controlled models or reduced finite-rate chemistry models. 

Engine geometry and operation conditions (such as cylinder 

pressure, inlet air temperature, EGR temperature, ignition 

timing/SOI, fuel and air mass), fuel type and combustion 

parameters (such as the Wiebe constants) are user-defined 

input parameters and supplied to the engine module.  The 

optimization module can alter design parameters in the list of 

input parameters in order to maximize/minimize the objective 

function(s) and satisfy the design/system constraints. 

 

MODEL DESCRIPTIONS 

This section describes the two-zone quasi-dimensional engine 

model, the thermal model, the emissions model, and the 

optimization model used in this work. 

Two-Zone Quasi-Dimensional Engine 

Model 
A numerical model used to compute the temporal variation of 

temperature and pressure in a single-cylinder diesel engine 

was described in detail in [32].  As in that reference, the 

temporal variation of the engine pressure and temperature 

during the compression and power stroke was obtained by 

numerical solution of the energy equation.  Effects of 

temperature and mixture composition on the thermophysical 

properties of the working fluid were included in the solution 

of the energy equation.  Temporal variations of the 

thermophysical properties of all the species in the gas mixture 

were obtained by using thermodynamic coefficients from the 

CHEMKIN database (methane was used as a surrogate for 

natural gas for results shown in this paper). Following the 

procedure in [32], fuel combustion chemistry was modeled by 

a single-step global reaction. The combustion process of the 

premixed fuel-air mixture after the spark was modeled by 

using the well-known Wiebe function. The Wiebe function 

can be used to compute the mass of fuel burned at each crank 

angle and also the burned and unburned gas temperature. The 

equations describing the quasi-dimensional engine model and 

emissions model (presented next) are also described in a 

companion paper (2013-24-0134) and are repeated for the 

sake of completion and convenience of the reader. 

The energy equation describing the variation of pressure with 

crank angle is as follows. 

 
 

   
  












d

dV

V

P
QQ

Vd

dP
lossin 




1
                             (1) 
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The amount of heat produced (Qin) due to the fuel burned 

(mfb()) from  to +d is given by 

     LHVmTHTHQ fbRPin   )()(                          (2) 

while the heat lost from the engine during the interval is given 

by 

      tTT
Ah

Q w

cg

loss  


             (3) 

The heat loss from the engine shown in Eq. (3) depends on the 

heat-transfer coefficient of the hot gases and the engine wall 

temperature.  Tw(t) (wall temperature) in Eq. (3) is a function 

of time.  The transient engine wall temperature is obtained by 

the solution of a 1-D heat conduction equation described later. 

The instantaneous values of volume, area, and displacement 

given by the slider-crank model [32] are as follows. 

   
 1

2

4
x

D
VV c                             (4) 

   


 1

2

4
2 xD

D
A 










              (5) 

   




   222

1 sincos)( RlRRlx cc           (6) 

The convective heat transfer coefficient is computed using the 

well-known Woschni correlation 

8.055.08.02.026.3 wTPDhcg
 ,            (7) 

where the velocity of the burned gas w is given by 

  m

rr

rd
p PP

Vp

TV
cScw  21 .                           (8) 

Specific heats, enthalpies, and internal energy of individual 

species in the working fluid were computed by using 

polynomials as follows. 

4
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3
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2
,3,2,1

,
TaTaTaTaa

R

C
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u

kp
                         (9) 

ukpkv RCC  ,,                            (10) 
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kkkkk
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








,64,53,42,3,2
,1

5432  

            

(11) 

TRHU ukk              (12) 

Mixture-averaged values of specific heat of the working fluid 

were averaged by using mole fractions as follows. 

v

p

K

k

kpkp

K

k

kvkv

C

C

CXCCXC



 




1

,

1

, ;

         (13) 

A similar procedure was used to compute the mixture-

averaged values of enthalpy and internal energy of the 

working fluid.  As explained earlier, computing the value of  

based on the temperature and mixture composition of the 

working fluid is essential in order to obtain greater accuracy in 

the prediction of cylinder pressure and consequently the 

cylinder temperature, wall temperature, and emissions. 

The Wiebe function was used to compute the burned mass 

fraction [34], 

 

















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
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













 


1

0exp1

m

bfT

fb

b a
m

m
x




                (14) 

where , 0, and b are the instantaneous crank angle, the 

crank angle for the start of combustion, and the combustion 

duration, respectively. Further, mfb is the fuel burned, m fT is 

the total fuel at BDC, and    1  bb xx  is the fraction of 

fuel burned in each crank angle and is used to compute Qin in 

Eq. (2).  The Wiebe function parameters, namely, a and m, 

shown in Eq. (14), are functions of various parameters (such 

as fuel type, equivalence ratio, load, speed etc).  In this work, 

these user-defined parameters are fixed for all 

design/optimization conditions.  However, the framework 

presented in this work allows the user to incorporate models 

describing a and m as functions of the above-mentioned 

engine parameters. 

Based on the temporal variation of the cylinder pressure 

(P()), the average gas temperature was obtained as 

     

gRm

VP
T

)(


  .            (15) 

Figure 2 shows a schematic of the two-zone combustion 

model used in this work. The infinitesimally thin flame front 

separating the burned and unburned zone is shown in red. 
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Figure 2:  Schematic of the two zones (burned and 

unburned) in the engine chamber. 

The burned and unburned gas temperatures were obtained as 

     

gbb

b
b

Rm

VP
T

)(


             (16) 

     

guu

u
u

Rm

VP
T

)(


  ,           (17) 

where the subscripts “u” and “b” represent unburned and 

burned quantities, respectively. The volume fraction of the 

burned gas yb (=Vb/V) can be obtained by using the following 

relationship [34]. 

 
1

1
1

1
























bb

u
b

y
x




           (18) 

Following [34], 0.4
b

u




was used for the sake of simplicity.   

The effect of the assumed ratio,
b

u




, on the burned gas 

temperature was investigated in an earlier work [35].  The 

ratio of 
b

u




affects the burned gas temperatures for small 

values of burned gas fraction xb().  From Eq. (18), one can 

see that as xb() tends to unity, the influence of the density 

ratio is insignificant. As discussed in [35], for xb() > 0.9, the 

difference in burned gas temperature between 0.3
b

u




and 

0.5
b

u





 

was less than 3%. 

The moles of CO2, H2O, O2, and N2 produced in 

CAD d in accordance with the single-step global chemistry 

model are as follows. 

       fbbco Mdxxxdn /12            (19) 

       fbbOH Mdxx
y

dn /
2

1
2            (20) 

       fbbo Mdxx
y

xdn /
4

1
1 1

12 


 
















         (21) 

       fbbN Mdxx
y

xdn /
4

1
12 




 

















         (22) 

In Eqs. (19) through (22), x1 and y1 are the number of carbon 

and hydrogen atoms in the fuel respectively, β is the N2:O2 

ratio in air, which is taken to be 3.76; and Mf is the molecular 

mass of the fuel. 

The total number of moles of any specie (CO2, H2O, O2, and 

N2) in the burned zone at any crank angle  is
 

   




t

i
NN dnn





 ,            (23) 

where the summation is over the crank angle interval from i 

(SOI) to . Since the initial moles of fuel, O2, and N2 are 

known, the composition of the unburned zone can be 

computed based on Eqs. (19)–(23). 

Emissions Model 

The emissions model uses the instantaneous values of cylinder 

temperature (burned gas for the two-zone model, or average 

temperature for the single-zone model), pressure, and mixture 

composition to compute the engine-out NO and CO using 

reaction-rate-controlled models or reduced finite-rate 

chemistry models. The methodology to compute the temporal 

variation of NO using a reduced chemistry model is described 

in detail in [36].  The reaction rate-controlled models for NO 

and CO are described next. 

Reaction-rate-controlled NO model 

The extended Zeldovich mechanism is used to derive a rate 

expression for the time rate of change of NO concentration; 

for details, see [34]. Table 1 shows the reactions in the 

extended Zeldovich mechanism (units cm
3
, gmol, s, K) where, 

Ki
+
 and Ki

-
 represent the forward and backward reaction rates 

of the ith reaction (i = 1, 2, or 3), respectively. Based on the 

extended Zeldovich mechanism, the time rate of change of NO 

is 
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Table 1: Extended Zeldovich mechanism with rates [34]. 

 Reaction Ki+ Ki
-
 

1 O + N2 = NO + N 
7.6x1013                    

exp(-3.8x104/T) 1.6x1013 

2 N + O2 = NO + O 
6.4x109 T                 

exp(-3150/T) 

1.5x109T        

exp(-1.95x104/T) 

3 OH + N = NO +H 4.1x1013 
2.0x1014              

exp(-2.365x104/T) 

 

          

        HNOkONOkNNOk

OHNkONkNOk
dt

NOd









321

32221

.            
(24) 

Following the assumptions outlined in [34], Eq. (24) can be 

written as 

       NNOkNOk
dt

NOd 
 121 22 .

         (25) 

The concentration for [N] in Eq. (25) can be written as

 

          
     2213

3221

OkNOkOHk

HNOkONOkNOk
N








 .

           (26) 

Equilibrium concentrations of O, N2, NO, H, OH, and O2 are 

used in computing the RHS of Eqs. (25) and (26).  The rate-

controlled model for NO described above is sometimes 

referred to as the Heywood model. The rate constants and 

equilibrium concentrations of species used in evaluating Eq. 

(25) are computed by using the burned gas temperature and 

pressure at a given crank angle. Effects of mixing between the 

burned and unburned gas and the temperature gradients in the 

burned gas region are neglected. Solution of Eq. (25) yields 

the temporal variation of NO concentration (in moles/cm3).

 

Equation (25) describes the temporal change in the NO 

concentration when the volume is constant. Since the volume 

of the cylinder is constantly changing during the compression 

and power strokes of the IC engine, Eq. (25) needs to include 

the effect of changing cylinder volume on the NO 

concentrations.   Reference [33] discusses an extension of Eq. 

(25) to include the effect of burned zone volume.  Since 

V

N
NO NO][

, where NNO is the number of moles of NO, the 

LHS of Eq. (25) can be rewritten as 

NO
NONO N

Vdt

d

dt

dN

VV

N

dt

d

dt

NOd



















11][

             (27) 

which can be shown to yield 

 
dt

dV

V
NO

dt

NOd

dt

NOd b

bH

1][][
 ,

                            (28) 

where Hdt

NOd ][

is the rate of change of NO concentration at 

constant volume (Heywood model) computed by using Eq. 

(25). The second term on the RHS of Eq. (28) accounts for the 

decrease in NO concentration as a result of increasing cylinder 

volume during the expansion stroke. 

From SOI to EOC, the burned volume Vb can be 

computed based on the procedure discussed earlier. After 

EOC, Vb = V(), where V() is the cylinder volume at crank 

angle . 

Reaction-rate-controlled CO model 

The reaction rate-controlled CO model used in this work is an 

adaptation of the model discussed in [6]. Equation (28) in [6] 

does not include the effect of changing volume.  Similar to Eq. 

(28) shown above, the CO model used in this work can be 

written as  
dt

dV

V
CO

dt

COd

dt

COd b

bcv

1][][
 ,

                   (29)

 

where cvdt

COd ][

is the rate of change of CO concentration at 

constant volume.  The CO formation and the forward reaction 

rates are given in [6] and rewritten for the convenience of the 

reader.  As in [6], the backward reaction rates are computed by 

using equilibrium considerations: 

Table 2: CO formation mechanism with rates [6]. 

 Reaction Kf 

1a CO + OH = CO2 + H 1x1013 exp (-8.05x103/T) 

1b CO + OH = CO2 + H 1.01x1011 exp (-30.0698/T) 

1c CO + OH = CO2 + H 9.03x1011 exp (-2.30 x103/T) 

2 CO2 + O = CO + O2 2.5x1012 exp (-2.41 x104/T) 

3 CO + O+ M = CO2 + M 1.54x1015 exp (-1.5 x103/T) 
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 















eq

co

cv CO

CO
RRRC

dt

COd
1

][
321

                    (30) 

     eqeqcfbfaf OHCOkkkR 1,1,1,1 

                   (31)

 

    eqeqb OCOkR 22,2 

                        (32)

 

      eqeqeqf MOCOkR 3,3  ,
                            (33)

 

where [M] is written as 

         
   2

2222

5.175.0

4.04.05.6

COCO

NOOHHM




,
         (34) 

where all the values used in computing [M] in Eq. (34) are 

equilibrium values computed at the temperature and pressure 

at a particular crank angle.

 

Thermal Model 

Assuming that the heat transfer occurs only in the direction 

perpendicular to the engine wall and that there is no heat loss 

from the top of the engine or the piston surface, one can 

develop a 1-D model to compute the transient temperature 

distribution in the engine wall using the heat conduction 

equation 

2

2 )(1)(

dx

tTd

dt

tdT ww


 ,                         (35)

 
where  is the the thermal diffusivity. On the coolant side of 

the wall (x = 0), the temperature is held constant at Tc. On the 

engine side (x = L, where L is the engine wall thickness), the 

heat flux on the wall is balanced by heat conducted through 

the engine wall: 

      tTtTth
dx

tdT
K wgc

w 
)(

.                                      (36) 

The heat transfer coefficient hc(t) and Tg are functions of time; 

they change during the course of the compression and 

expansion stroke. The simplified thermal model presented 

above can easily be extended to include the heat loss from the 

top of the cylinder as well as to the piston head. The heat 

transfer coefficient used in Eq. (36) is the same as Eq. (7), but 

can also be a user-input. 

Optimization Model 

We let x  R
n
 denote a generic vector of n design parameters 

(such as x1= i, x2=, x3=mfT, …). We typically constrain each 

of these parameters to lie within lower and upper bounds, so 

that lj ≤ xj ≤ uj for j=1,…,  n (where lj <uj) denotes the feasible 

design region. These bounds correspond to physical 

limitations or design considerations. For instance, the limits of 

injection timing might be -30 ≤ i ≤ -4, and the range of the 

equivalence ratio might be 0.65 ≤  ≤ 1.0 depending on 

operating conditions. 

Using this notation, we can immediately formulate simple 

bound-constrained problems, such as maximizing torque: 

maxx T(x1, x2 …, xn) 

subject to lj ≤ xj ≤ uj for j=1,…, n,                    (37) 

where T(x) denotes the (brake) torque as a function of the 

design parameter values x. 

In practice, one tends to also be interested in parametric 

studies. For example, given values (x2 …xn) for the remaining 

parameters, the ignition timing that achieves the maximum 

brake torque can be defined as 

  
                                                                                                                                                                                                         

x1                                                (38) 

where we implicitly assume that there is a unique value of i 

in the interval [l1,u1], at which the torque is maximized. 

Based on the maximum brake torque, one can formulate 

bilevel optimization problems based on the emissions, which 

we use in this paper to illustrate our approach. For example, 

one can envision minimizing the NO emissions along the 

maximum brake torque curve: 

minx N(x1, x2 …, xn) 

subject to x1 =   
                   (39) 

lj ≤  xj ≤  uj,    j=2,…,n, 

where N(x) denotes the engine-out NO as a function of the 

design parameter values x.  A problem with Eq. (39) is that it 

can often result in underperforming designs in terms of torque 

because it favors solutions to the top-level problem of 

minimizing NO. Furthermore the solutions tend to lie at the 

boundaries of the hyper-rectangle [l2,u2] x …x [ln,un]. 
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Instead, one often identifies the worst-case NO along the 

maximum brake torque curve. 

maxx N(x1, x2 …, xn) 

subject to x1 =   
             , 

lj ≤  xj ≤  uj,    j=2,…, n           (40) 

For example, when n=2, x1 denotes the ignition timing (i), 

and x2 denotes the equivalence ratio (), Eq. (40) corresponds 

to the case of obtaining the value of  at which the NO is 

maximized for MBT. 

Alternatively, our model also allows us to formulate problems 

where torque is maximized subject to constraints on the 

emissions (e.g., engine-out NO or CO). Details of the 

analogous optimization approach for such nonlinear 

simulation-constrained problems can be found in [31]. 

The chief limitation of traditional “black-box” approaches to 

solving Eq. (40) is that they require one focusing on the 

reduced problem. 

maxx2,…,xn         N(  
          ,x2,…, xn) 

subject to lj ≤  xj ≤  uj,    j=2,…, n          (41) 

Consequently, for each value of the (n-1)-dimensional design 

vector (x2,…, xn), a 1-D nonlinear, simulation-based problem, 

Eq. (38), must be solved. Doing so adds considerable expense 

in terms of the numbers of simulation evaluations that must be 

performed. Furthermore, this reduced approach ignores the 

fact that for each of the simulation evaluations of torque done 

to obtain   
          , the additional cost of also obtaining 

NO at these design parameter values maybe negligible. 

Therefore, in our approach, we solve only the lower-level 

problem Eq. (38) approximately for a given (x2,…, xn) and 

then determine the next value of (x2 ,…, xn) to evaluate based 

on both this approximate solution and the upper-level 

objective N. Formally, this means that for each of the, say, d 

design vector values 

      
    

      
                    

for which a simulation has been run, we employ the simulation 

outputs 

                                  

to form quadratic surrogates q
N
 and q

T
 of N and T, 

respectively. 

We can use these surrogates to solve a sequence of problems 

maxx q
N
 (x1,x2,…, xn) 

subject to 
              

  

   
 = 0, 

lj ≤  xj ≤  uj,    j=1,… n, 

(x1, x2,…, xn)   ,           (42) 

where the surrogates are updated with each simulation 

evaluation. We restrict our attention to a local neighborhood  

of the current design iterates. 

 

Figure 3 (a) and (c) shows initial quadratic surrogates for NO 

and torque formed locally about the point (0.8,-20) based on 

the output of four simulations. When a fifth simulation is 

performed (at (0.9,-20)), the models are updated taking into 

account this new information as shown in Figures 3 (b) and 

(d). The domain  in which these models are trusted is 

similarly updated; for further details of this methodology we 

refer the reader to [30]. 

 

(a) 
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(b) 

 

(c) 

 

(d) 

Figure 3: Example quadratic surrogate updates for NO (b) 

and torque (d) after a fifth value of x is evaluated. The 

boundary of the domain  in which the models are currently 

trusted is indicated by a red circle. 

The main advantage of Eq. (42) is that it involves polynomial 

functions q
T
 and q

N
 that are algebraically available and hence 

trivial to optimize over, in contrast to the respective 

simulation-based functions T and N in Eq. (40). A secondary 

benefit from this implementation is that the constraint 

associated with the lower-level problem, Eq. (38), is only 

approximately solved at each iteration. 

METHOD OF SOLUTION 

The numerical procedure to obtain the cylinder pressure in a 

diesel engine is explained in detail in [32]. The same 

procedure was adapted to obtain the pressure and temperature 

in an SI engine by using the equations described above. 

Briefly, for a given set of operating conditions, namely, the 

prescribed mass of the fuel-air mixture and temperature at 

BDC, Eq. (1) was solved iteratively by using Eqs. (2)–(14) to 

obtain the pressure from -179<<180, in increments of 1. 

For a given pressure at a crank angle, the burned and unburned 

gas temperatures were obtained by using Eqs. (16) and (17). 

In order to compute the temporal variation of the wall 

temperature in Eq. (3), user-defined values of the cold start 

temperature (Tw(0)) and coolant temperature (Tc) are needed.  

Based on these values, Eqs. (35) and (36) were solved to 

obtain the wall temperature, Tw(t).  At each crank angle (or 

time based on the engine speed), the average engine gas 

temperature and Eq. (35) (subject to a boundary condition of 

the wall on the coolant side and engine cylinder side) are 

iterated to obtain the wall temperature.  This procedure is used 

to compute the engine wall temperature for all crank angles. 

Knowing the temperature, pressure, and elemental mixture 

composition, one can compute the temporal variation of 

emissions (NO and CO) described by Eqs. (28) and (29). The 

equilibrium concentrations required to compute Eqs. (28) and 

(29) are computed by using a well-validated, fast, robust 

method described in detail in [37]. 

RESULTS AND DISCUSSION 

This section discusses the sample results from each of the 

models in the engine module. It also discusses performance 

maps showing the influence of ignition timing, equivalence 

ratio, fuel mass, and engine speed that are useful in making 

design and/or optimization decisions based on trade-offs, such 

as torque and emissions or fuel economy and torque.  As an 

example, the tool was used to study a large-bore stationary 

natural gas engine described in [38].  The nominal value of 

fuel was 0.13 g/cycle as in [38], and the nominal engine RPM 

was 1800.  Validation of the results of the engine and 

emissions module has been included in a companion paper 

(2013-24-0134) and hence not repeated here.  Temporal 

variation of pressure and engine-out NO and CO over a range 

of equivalence ratios compared well with experimental data. 

Figure 4 shows the average cylinder pressure for various 

ignition timings.  Advancing ignition timing leads to a higher 

peak pressure, as expected. 
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Figure 4: Variation of cylinder pressure with crank angle for 

various values of ignition timing (i). 

Figure 5 shows the variation of the average gas temperature 

for different values of ignition timing (computed by using Eq. 

(15)).  The temporal variation of average temperature follows 

the pressure shown in Figure 4.  Advancing the spark timing 

leads to higher peak temperatures corresponding to higher 

peak pressures.  Furthermore, advancing spark timing also 

lowers the exhaust temperature for a given load (i.e., mass of 

fuel burned per cycle). 

 

Figure 5: Temporal variation of average gas temperature for 

various values of ignition timing (i). 

Figure 6 shows the temporal variation of the engine-out NO as 

a function of ignition timing.  Advancing the spark timing 

increases the engine out NO.  This result is consistent with the 

production of higher engine peak temperature occurring on 

account of advancing spark timing. 

 

Figure 6: Temporal variation of NO (ppm) with crank angle 

for various values of ignition timing (i). 

Figure 7 shows the temporal variation of CO as a function of 

crank angle for various ignition timings.  Retardation of the 

spark timing leads to higher engine-out CO emission. This 

result is consistent with the fact that higher peak engine 

temperatures lead to more complete combustion of the fuel 

into CO2 as opposed to CO. 

 

Figure 7: Temporal variation of CO (ppm) with crank angle 

for various values of ignition timing (i) 

Figures 4 to 7 show the results of the engine and emission 

models.  Sample results from the thermal model are discussed 

next. Figures 8 and 9 show the temporal variation of the 

engine gas temperature and wall heat transfer coefficient.  One 

can see that the engine wall is subject to highly transient heat 

fluxes on account of the sharp rise in gas temperature (and 

heat transfer coefficient, hcg in Eq. (3)) when combustion and 

heat release occur close to TDC followed by longer periods of 

low heat flux.   Figure 10 shows that this transient heat flux 

penetrates into a thin layer of the engine wall adjacent to the 

combusting gas, whereas the remaining portion of the wall is 
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“shielded” from these highly transient heat fluxes. These 

results are consistent with previously reported 1-D engine wall 

thermal models [39]. 

 

Figure 8: Variation of gas temperature as a function of 

crank angle (intake, compression, expansion, and exhaust). 

 

Figure 9: Variation of hcg as a function of crank angle 

(intake, compression, expansion, and exhaust). 

Figure 11 shows the temporal variation of the wall 

temperature in a transient engine cycle.  The initial wall 

temperature was set at 300K, and the coolant temperature was 

fixed at 350K.  The engine wall heats up in response to the gas 

temperature, and the average quasi steady-state temperature is 

about 400K. 

 

Figure 10: Axial variation of wall temperature. 

Figure 11: Temporal variation of Tw in a transient cycle. 

As explained earlier, the engine module can be used for 

detailed parametric studies to study the impact of various 

operating parameters, such as fuel mass (proportional to load), 

engine speed, equivalence ratio, and ignition timing (i). In 

these parametric studies, the equivalence ratio  was varied 

from 0.65 to 1; and for each , the spark timing was varied 

from -40 to 0 CAD.  Engine speed was varied from 1200 to 

2400 RPM (in steps of 200 RPM for a total of 7 cases), and 

the fuel mass was varied from 90% to 110% (in steps of 2.5% 

for a total of 9 cases) of the nominal fuel mass, which was set 

equal to 0.13 gm/cycle.  The nominal engine speed was 1800 

RPM.  For a given speed and load, 2500 cycle simulations 

were performed (50 each for  and i).  Based on the range of 

parameters, a total of about 160,000 engine cycle simulations 

were conducted. 

Figures 12 to 14 show contour plots of performance (torque) 

and emissions (NO and CO (ppm)) as a function of ignition 

timing and .  The thick blue line shows the values 

corresponding to MBT (obtained from parametric studies by 
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varying i for a given value of ).  For instance, Figure 12 

shows that at  = 0.7, the spark timing corresponding to MBT 

is  -26 and the MBT torque value is 730 N-m.  As expected, 

the ignition timing has to be advanced at lower values of  in 

order to obtain MBT torque values (at a given value of fuel 

and engine speed). 

 

Figure 12: Contour plot of torque as a function of ignition 

timing (i) and equivalence ratio (). 

Figures 13 and 14 show contour plots of NO and CO (ppm), 

respectively, as functions of ignition timing and equivalence 

ratios, with the MBT curve superimposed on the emission 

plots.  From these contour plots, one can obtain the NO and/or 

CO at MBT at a given  and the corresponding i. For 

instance, at  = 0.75, the NO corresponding to MBT is about 

6750 ppm.  Similar observations for CO can be drawn from 

Figure 14. 

 

Figure 13: Contour plot of NO (ppm) as a function of 

ignition timing (i) and equivalence ratio (). 

 

Figure 14: Contour plot of CO (ppm) as a function of 

ignition timing (i) and equivalence ratio (). 

Figures 15 to 18 show the engine-out NO and CO at MBT for 

a range of speeds and fuel masses (expressed as a percentage 

of the nominal value of 0.13 g/cycle).  Figure 15 shows that 

the maximum NO at MBT occurs around  = 0.8 consistent 

with experimental data shown in Ref. [38].  Figures 15 and 16 

also show that engine speed and load does not significantly 

impact either the value of max (the value of  that maximizes 

engine-out NO) or the magnitude of the maximum NO 

emission. 

 

Figure 15: Impact of speed (RPM) on engine-out NO. 
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Figure 16: Impact of load (fuel mass as a % of nominal 

value) on engine-out NO. 

Figure 17 shows that the engine speed impacts the engine-out 

CO fairly significantly at higher equivalence ratios.  For 

instance, the engine-out CO at =0.95 and 1200 RPM is about 

600 ppm, whereas it is over 1100 ppm at 2400 RPM. 

Figure 18 shows the impact of the load on engine-out CO.  At 

lower loads (90% nominal value), the engine-out CO is higher 

than at higher loads (110% nominal value). 

 

Figure 17: Impact of speed (RPM) on engine-out CO. 

 

Figure 18: Impact of load (fuel mass as a % of nominal 

value) on engine-out CO. 

Figure 19 shows the MBT curve superimposed on the contours 

of NO, which we would like to maximize as a function of  

and i subject to being on the MBT curve (see Eq. (40)). On 

top of this we show the design points visited by two different 

optimization algorithms. The first (FMINCON) is obtained by 

using MATLAB’s primary local optimization routine 

“fmincon” (which uses finite-difference estimates of the 

objective's derivatives) on the reduced problem (41) and 

requires 316 simulation evaluations. The second (POUNDER) 

is based on our previously described optimization module that 

directly exploits the bilevel structure in (40) and requires only 

41 simulation evaluations. These design points were chosen 

iteratively by the each of the respective algorithms. The points 

chosen by FMINCON show that several ignition timing values 

need to be evaluated for each equivalence ratio value in order 

to solve the reduced problem.  POUNDER more quickly 

focuses on the actual (top-level) problem of interest and 

therefore does not require as many total evaluations.  Both 

routines find a maximum NO value on the MBT curve of 

approximately 6900 N-m, which is at least as good as the 

value obtained with a full parameter-space sweep requiring 

over 2500 simulation evaluations. 
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Figure 19: Comparison of the POUNDER scheme to 

compute  corresponding to maximum NO at MBT 

compared with FMINCON. 

 

SUMMARY/CONCLUSIONS 

This paper discussed the development of an integrated tool for 

the design, optimization, and real-time control of engines from 

a performance and emissions standpoint.  The tool was used to 

conduct parametric studies of the impact of various operating 

parameters such as load, engine-speed, equivalence ratio, and 

ignition timing on the engine performance (torque) and 

emissions (NO and CO). 

Computational speed was a key consideration in the 

development of this design/optimization tool.   A single 

engine cycle computation (which includes both performance 

and emissions) was performed in about 8 milliseconds on a 

single 2.53 GHz Intel processor.  Efforts to study performance 

of the various modules on programmable ECUs (Engine 

Control Unit) are currently underway.  Obtaining contour plots 

of performance and emissions for various operating conditions 

requires a large number of engine cycle simulations; hence 

computational speed is of prime importance.  For example, in 

this work, 2500 evaluations were needed in order to obtain the 

MBT curve for a given load and speed.  It was also shown that 

the optimization solver (an extension of the model-based 

derivative-free POUNDER) greatly reduces the number of 

engine model evaluations.  In the particular optimization 

problem studied in this work, our optimization module 

reduced the number of evaluations by about two orders of 

magnitude as compared with parametric sweeps and about an 

order of magnitude compared with MATLAB’s FMINCON. 

The computational speed of the engine module and the 

reduced number of evaluations as a result of the optimization 

scheme demonstrate the potential of this tool for real-time 

control and optimization. 

It is clearly valuable for engine/emission modules to 

provide an optimization solver access to all the relevant 

quantities of interest (e.g., torque, CO, NO) because doing so 

allows a solver to reduce the number of required simulation 

evaluations. Pure “black-box” approaches aggregate all the 

output into a single merit/cost function and hence make 

optimization more computationally expensive.   We expect 

that the advantage of structure-exploiting optimization 

routines that fully utilize the outputs of engine simulations will 

become even more pronounced as the number of design 

parameters, constraint functions, and/or objective functions 

increases. For example, a common problem involving a single 

additional design parameter (fuel) would be to minimize fuel 

consumption subject to sufficient torque and limits on NO and 

CO emissions. Alternatively, one could consider multi-

objective problems where CO, NO, and fuel would be 

simultaneously minimized subject to constraints on the torque 

achieved. In these examples, the fuel design parameter occurs 

linearly as an objective (fuel consumption), and exploiting this 

knowledge is critical to reducing the simulation evaluations to 

a computationally feasible number. 
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DEFINITIONS/ABBREVIATIONS 

A  surface area of cylinder head (m
2
) 

an,k coefficients fits to thermodynamic data of k
th

 

species 

Cp,k molar heat capacity at constant pressure of 

the k
th

 species (J/mole-K) 

Cv,k molar heat capacity at constant volume of 

the k
th

 species (J/mole-K) 

 mixture-averaged molar specific heat at 

constant pressure (J/mole-K) 

vC  mixture-averaged molar specific heat at 

constant volume (J/mole-K) 

hcg convective heat transfer coefficient W m
-2

 K 

Hk molar enthalpy of the k
th

 species (J/mole) 

HP enthalpy of the products (J) 

HR enthalpy of the reactants (J) 

l vector of lower bounds for the design 

parameters 

lc length of connecting rod 

m instantaneous mass in the engine cylinder 

(kg) 

mfb mass of fuel (kg) 

n number of design parameters to be 

optimized over 

N engine-out NO as a function of input 

parameters x 

Nrpm rotational speed of the engine (rev/min) 

P() average cylinder pressure at crank angle  

(N/m
2
) 

Qin  heat input from fuel combustion (J) 

Qloss  heat lost from engine cylinder (J) 

R  crank radius (m) 

Rg  gas constant (J/kg-K) 

Ru  universal gas constant (J/K) 

T()  average cylinder temp at crank angle  (K) 

Tw  wall temperature (K) 

T(x)  torque as a function of input parameters x 

u vector of upper bounds for the design 

parameters 

Uk molar internal energy of the k
th

 species 

(J/mole) 

V()  instantaneous volume at crank angle  

x1() distance of cylinder head from TDC at  

Xk  mole fraction of the k
th

 species 

Greek Symbols 

  ratio of specific heats 

  crank angle 

i  ignition timing (CAD) 

i
*
(x) the ignition timing as a function of x that 

maximizes torque 

  equivalence ratio 

  engine speed (= 6Nrpm deg/sec) 

Abbreviations 

ATDC  after top dead center 

BDC  bottom dead center 

CAD  crank angle degrees 

EOC  end of combustion 

EVO  exhaust value open 

LHS  left-hand side 

LHV  lower heating value 

MBT  maximum brake torque 

RHS  right-hand side 

SI  spark ignition 

pC
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SOI  start of ignition 

TDC  top dead center 


